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Quarterly reviewQuarterly review

Streams Service ReviewStreams Service Review
Streams Environment UpdatesStreams Environment Updates
New Streams Features in Oracle 11gNew Streams Features in Oracle 11g
Service expansion Service expansion –– Q1 2008Q1 2008
3232--bit Linux to 64bit Linux to 64--bit migrationbit migration
New HA setupNew HA setup
Joint Software Testing ProgrammeJoint Software Testing Programme
Other ActivitiesOther Activities
Future WorkFuture Work
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Streams Service ReviewStreams Service Review

WLCG Service Reliability WorkshopWLCG Service Reliability Workshop
Review of known issues related to Steams Review of known issues related to Steams 

Bugs reported to Oracle fixed or being fixedBugs reported to Oracle fixed or being fixed
CERN openlab has set an excellent ground! CERN openlab has set an excellent ground! 

Workarounds implementedWorkarounds implemented

Review of the interventions Review of the interventions 
Working hours coverage Working hours coverage 

timezone may delay resolutiontimezone may delay resolution
not ready for 24/7 servicenot ready for 24/7 service

Streams support procedures included in the Oracle Streams support procedures included in the Oracle 
Tier0 Physics Database team's operationsTier0 Physics Database team's operations
Documentation (TWiki page) with known problems Documentation (TWiki page) with known problems 
and solutions prepared for Tier1 administratorsand solutions prepared for Tier1 administrators
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Streams Environment UpdatesStreams Environment Updates

ATLASATLAS
Patch applied due to a problem found using Patch applied due to a problem found using 
Streams and compressed tables (PVSS)Streams and compressed tables (PVSS)

LHCb / LFCLHCb / LFC
LFC software upgradeLFC software upgrade

•• new tables consistently added to the replication new tables consistently added to the replication 
Hardware migration @CNAFHardware migration @CNAF

•• Streams reconfigurationStreams reconfiguration
New test environment for VOMSNew test environment for VOMS
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New 11g Streams FeaturesNew 11g Streams Features

Performance improvementsPerformance improvements
minimizes disk I/O and reduce capture latencyminimizes disk I/O and reduce capture latency
reduces CPU consumptionreduces CPU consumption

Combined Capture and ApplyCombined Capture and Apply
condition condition –– only 1 propagation job runningonly 1 propagation job running
capture sends LCRs directly to applycapture sends LCRs directly to apply
configuration detected automaticallyconfiguration detected automatically
source and target 11g databasessource and target 11g databases
big performance improvementbig performance improvement

•• rate: 14.000 LCRs/sec (before 5.000 rate: 14.000 LCRs/sec (before 5.000 LCRsLCRs/sec)/sec)
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11g Streams test performance11g Streams test performance

7000
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Combined Capture & Apply PerformanceCombined Capture & Apply Performance

12000
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New 11g Streams FeaturesNew 11g Streams Features

Split/MergeSplit/Merge of Streamsof Streams
maintains high performance for all replicas maintains high performance for all replicas 
automated, fast automated, fast ““catchcatch--upup”” for unavailable replicafor unavailable replica

CrossCross--databasedatabase LCR trackingLCR tracking
trace Streams messages from start to finish in trace Streams messages from start to finish in 
single viewsingle view

SourceSource and Targetand Target data compare & data compare & 
convergeconverge

compare rows in an object at 2 databasescompare rows in an object at 2 databases
converge objects in case of differencesconverge objects in case of differences
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Service expansion Service expansion –– Q1 2008Q1 2008

New hardware acquisitions next yearNew hardware acquisitions next year
60 SAN diskservers (16 disks x 400GB)60 SAN diskservers (16 disks x 400GB)
35 mid35 mid--range servers (2 x Intel quad core, range servers (2 x Intel quad core, 
16 GB RAM)16 GB RAM)

Moving from 32Moving from 32--bit Linux to 64bit Linux to 64--bit Linuxbit Linux
Migration using Oracle DataGuardMigration using Oracle DataGuard

•• minimum downtime required (independent of minimum downtime required (independent of 
database size)database size)

•• easy to rollback if something goes wrongeasy to rollback if something goes wrong
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3232--bit Linux to 64bit Linux to 64--bit migrationbit migration

Setup DataGuardSetup DataGuard

Perform switchoverPerform switchover

Stop intermediate databaseStop intermediate database

Perform upgrade (Perform upgrade (utlirp.sqlutlirp.sql))

1. Setup DataGuard

2. Perform switchover

3. Stop
database 

4. Start database
in upgrade mode
and run migration script

32bit 32bit 32bit 64bit 64bit
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New HA setupNew HA setup

Migrated backup/monitoring machine to Migrated backup/monitoring machine to 
cluster configuration (activecluster configuration (active--pasive mode)pasive mode)

file system mounted on demand on the node that file system mounted on demand on the node that 
is activeis active
cron jobs schedule backup, monitoring and PKI cron jobs schedule backup, monitoring and PKI 
access management on active nodeaccess management on active node
machine behind VIP to provide HA in case the machine behind VIP to provide HA in case the 
current node failscurrent node fails
LDAP setup as cluster service for TNS names LDAP setup as cluster service for TNS names 
resolutionresolution
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Joint Software Testing ProgrammeJoint Software Testing Programme

PVSS improvementsPVSS improvements
space waste observed (result of direct path space waste observed (result of direct path 
inserts)inserts)
direct path insert removed from PL/SQL direct path insert removed from PL/SQL 
proceduresprocedures

•• improved space usageimproved space usage
•• satisfactory performance observedsatisfactory performance observed

Testing compression of PVSS historic dataTesting compression of PVSS historic data
•• compressing of history tables resulted in ~ 2 times compressing of history tables resulted in ~ 2 times 

decrease of space utilization and twofold increase of decrease of space utilization and twofold increase of 
performance (full scans)performance (full scans)

•• streams bug encountered streams bug encountered –– resolved with help of Oracle resolved with help of Oracle 
Support (existing bug fix ported from 64Support (existing bug fix ported from 64--bit to 32bit to 32--bit bit 
architecture)architecture)
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Other ActivitiesOther Activities

Presentations on WLCG Service Reliability Presentations on WLCG Service Reliability 
WorkshopWorkshop

DB application design issuesDB application design issues
DB Monitoring toolsDB Monitoring tools
Streams service reviewStreams service review

Monitoring improvementsMonitoring improvements
Streams monitoring moved to HA architectureStreams monitoring moved to HA architecture
RAC monitoring now synchronizes blackouts with RAC monitoring now synchronizes blackouts with 
OEMOEM
Better unavailability tracing (overview of scheduled Better unavailability tracing (overview of scheduled 
and unscheduled interventions) and unscheduled interventions) –– one place to one place to 
enter intervention dataenter intervention data
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Future WorkFuture Work

Oracle Streams and Data Replication ServicesOracle Streams and Data Replication Services
Study the use of transportable tablespaces to Study the use of transportable tablespaces to 
synchronize Tier1 sites when recovery window is synchronize Tier1 sites when recovery window is 
exceededexceeded
Automate more the splitAutomate more the split--merge procedure when merge procedure when 
one site has to be dropped / resynchronizedone site has to be dropped / resynchronized
Implement failover for the downstream capture Implement failover for the downstream capture 
component and the monitoring systemcomponent and the monitoring system

Highly available database services based on Highly available database services based on 
RAC/ASMRAC/ASM

Big migration of services to 64Big migration of services to 64--bit Linux using bit Linux using 
DataGuardDataGuard

•• 35 new mid35 new mid--range servers (280 cores) range servers (280 cores) –– 175% of current 175% of current 
CPU power dedicated to databases (160 cores)CPU power dedicated to databases (160 cores)

•• investigating possible ways of improving installation investigating possible ways of improving installation 
proceduresprocedures
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Quarterly reviewQuarterly review

Oracle Streams and Data Replication ServicesOracle Streams and Data Replication Services
Single Point of Contact: E. Dafonte Perez (CERN) Single Point of Contact: E. Dafonte Perez (CERN) –– G. Kerr (Oracle)G. Kerr (Oracle)
Participants: D. Duellman (CERN) Participants: D. Duellman (CERN) –– P.McElroy (Oracle), A. Downing P.McElroy (Oracle), A. Downing 
(Oracle)(Oracle)

Streams and RAC monitoringStreams and RAC monitoring
Participants: D. Wojcik (CERN)Participants: D. Wojcik (CERN)

Oracle Enterprise ManagerOracle Enterprise Manager
Single Point of Contact: C. Lambert (CERN) Single Point of Contact: C. Lambert (CERN) –– A. Bulloch (Oracle)A. Bulloch (Oracle)
Participants: D. Wojcik, A. Wiecek (CERN) Participants: D. Wojcik, A. Wiecek (CERN) –– G. Kerr (Oracle)G. Kerr (Oracle)

Oracle Data GuardOracle Data Guard
Single Point of Contact: A. Topurov (CERN) Single Point of Contact: A. Topurov (CERN) –– G. Kerr (Oracle)G. Kerr (Oracle)
Participants: E. Dafonte, M. Girone, E. Grancher, D. Wojcik (CERParticipants: E. Dafonte, M. Girone, E. Grancher, D. Wojcik (CERN)N)

Highly available database services based on Highly available database services based on 
RAC/ASMRAC/ASM

Single Point of Contact: D. Wojcik (CERN) Single Point of Contact: D. Wojcik (CERN) –– G. Kerr (Oracle)G. Kerr (Oracle)
Participants: M. Girone (CERN)Participants: M. Girone (CERN)
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Quarterly reviewQuarterly review
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